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ABSTRACT 
This paper presents a tangible user interface (TUI) architecture 
to help mitigate the educational difficulties in teaching and 
learning abstract and complex concepts in Software Engineering 
and Robotics. The tailored design and development of this 
innovative framework address the unique challenges faced in 
higher education to actively engage students in technical 
concepts required to develop smart knowledge infrastructures. 
The novel integration of active tangible components on TUI 
tabletop architectures is presented within this paper and 
evaluated for its effectiveness as an educational technology to 
explain Robot Operating System (ROS) based sensor network 
topologies. Analysis of assessed results highlight the aptness and 
effectiveness of the proposed TUI framework in delivering a 
knowledge gain of 14.6% over traditional educational 
technologies. This illustrates the aptness and suitability of 
integrating tangible technology for abstracted software and 
robotic engineering concepts within higher educational 
institutions. 

CCS CONCEPTS 
• Applied Computing → Interactive Learning Environment         
• Computing education → computing education programs; 
Computer engineering education • Human-centered 
computing → collaborative interaction • Computer systems 
organization → embedded and cyber-physical systems; Robotics  
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1 INTRODUCTION 
The implementation of Internet of Things (IoT) networks 

within cities is growingly recognized as a critical enabler to the 
development of smart knowledge cities which would allow the 
gathering and sharing of data through distributed robotic 
networks [26]. Emerging countries are in a prime position to 
capitalize on the implement of the communication infrastructure 
and software engineering needed to support the proliferation of 
smart sensor devices and networks [25]. In spite of this intrinsic 
advantage, the existing knowledge gap in engineering skills 
experienced in these countries poses significant challenges for 
the successful development and adoption of the required 
technology [33]. neglected. 

Such instances have increased the pressure in emerging 
countries for the advancement of Science, Technology, 
Engineering and Mathematics (STEM) education in higher 
educational institutes (HEI) [17, 22] to support the need for 
research development and innovation [7]. These educational 
goals help to further the sociocultural development targets in 
countries within the Middle East and North Africa (MENA) 
region [39] as well as augment local knowledge and expertise in 
engineering problem-solving capabilities [37]. This has led to an 
increase in regional and continental educational initiatives 
within MENA countries, which aim to engage teenagers and 
university students in technical challenges designed to foster 
creativity and ingenuity within participants [23]. 

The adoption of alternative pedagogies in the dynamic STEM 
educational domain quickly led to the adoption of more 
engaging methodologies for teaching and learning technical 
concepts [9]. The inclusion of robotics within curricula presents 
intriguing learning gains based on the ability of the topic to 
enthral students’ problem-solving and thinking skills [4, 5]. The 
peculiar nature of robotics education interweaves computer 
hardware and software integration, providing a combined 
insight into cross-discipline knowledge domains such as; 
mechanical, electrical, electronic and software engineering [2, 
12]. Apart from engaging the simultaneous use of creativity and 
technical skills, the combined knowledge skillset required in the 
domain intrinsically presents an opportune instance for the 
development of communication and collaborative skills [1]. The 
complexity in amalgamating these skillsets when teaching and 
learning advanced robotic concepts within HEIs, however, poses 
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several difficulties for educators, leading academics to seek 
abetment from education technologies within their delivery [2, 
5]. 

2 Educational Technology for Robotics 
The integration of educational technologies within robotic 

concepts has long been sought after for its innate ability to 
interactively engaging students within education and freeing the 
way in which instructors and students interact [3]. The adoption 
of technology aids to bridge the gap between narration and 
simulation of robotic concepts, enhancing and augmenting 
students’ learning experience  [11]. This has been achieved in 
past literature by providing students with the ability to visualize 
their operational concepts using web-based simulator tools such 
as algorithmic flowcharts [24] and digital logic circuits [18] to 
aid in the design of robotic elements whilst simplifying other 
development aspects. The use of Graphical User Interface (GUI) 
simulators facilitates the familiarization with complex concepts 
such as those experienced in embedded microcontroller 
programming, hence allowing novice students to engage and 
progress further in understanding the subject [35].  

Nevertheless, the use of GUI simulators for educating robotic 
concepts has been critiqued for its inability to engage students 
and provide effective opportunities for skill development and 
deep learning that can alternatively be obtained whilst problem-
solving tangible aspects of robotic design and programming [38]. 
Furthermore, Mitnik et al. [21] argue that most GUI tools 
employed in robotic education lack direct focus on the teaching 
of intrinsic concepts of robotic architectures, but rather focus on 
supporting closely related topics such as mechatronics and 
computer programming. In addition, GUI architectures impose 
an uncoupling of action and perception in Human Robotic 
Interactions (HRI), thus reducing the intuitiveness and 
concentration ability of engaged students [10]. 

Consequently, Tangible User Interface (TUI) has garnered 
increased interest as an educational technology which is capable 
to mitigate these limitations whilst naturally interweaving the 
physical and digital domains [32]. By going beyond traditional 
computer peripherals, TUI architectures allow users to interact 
with digital information through manipulation of everyday 
physical objects and triggered behaviours [14, 31]. This 
technology resonates with robotics education by encouraging 
collaborative and playful learning [20], whilst inherently 
embracing students using multisensory perception channels 
including; vision, auditory and touch. Furthermore, the 
experimental nature of TUI setups provide students with an 
interactive opportunity to develop a constructive understanding 
of underlying concepts by actively engaging with their learning 
process  [19]. 

The use of constructive assembly TUI architectures has 
enabled educators to introduce children to robotic concepts 
normally considered beyond their abilities [34], by providing 
educational setups that allowed students to connect and 
configure programmable LEGOTM blocks sequentially. Similar 
laboratory robotic kits were also successfully employed by [38] 

and [8], whereby children that designed and created robotic 
artefacts via collaborative interaction, obtained a deeper and 
more hands-on understanding of the taught subject [6]. These 
results concur with the observations of [36] on playschool 
children, whereby the use of TUI systems delivered logic and 
programming concepts more effectively than conventional GUI 
educational technologies.  

Whilst the experience of integrating learning in an attractive, 
fun and interactive manner provided positive results for 
children, TUI systems fail to scale with equal effectiveness when 
utilized with adult higher-education users [29, 30]. The need to 
deliver more abstract and complex engineering concepts further 
requires TUI architects to provide more advanced manipulations 
as well as the ability to visualize detailed information [32]. 

3 Proposed TUI Framework 
The contribution of this paper aims to address the necessities 

and limitations outlined in literature by proposing a novel TUI 
framework for teaching and learning advanced concepts. 
Moreover, this research makes its contribution by analyzing the 
suitability and effectiveness of TUI systems to educate 
undergraduate students in conceptual theory and practical 
knowledge when designing and developing a distributed Robot 
Operating System (ROS) architecture [27] for data fusion within 
an IoT infrastructure. 

3.1 Physical Overview 
The proposed tabletop TUI architecture model illustrated in 

Fig. 1, was designed to amalgamate the conceptual Model-
Control-Representation (physical and digital) (MCRpd) 
interaction model [13] together with the computer-vision based 
reacTIVision framework [16]. This TUI adaptation interfaced the 
physical and digital domains via an interactive surface which 
allowed users to interlink tangible and intangible representations 
on physical objects as detailed in [28]. 

 

Figure 1: Tabletop tangible interaction architectural 
model. 

The tabletop architecture was designed to allow the ability of 
multiple adult users to visualize and interact with the TUI 
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system simultaneously in a lecture/seminar environment. To this 
end, design considerations were implemented to maximize the 
workable area of the interactive surface, whilst retaining an 
overall setup height of 90cm to ensure comfortable accessibility 
by users.  The ability to support these requirements was 
achieved by making use of a short-throw digital projector and a 
wide-angle CCD camera to yield a 1.4m2 (1.3m x 1.1m) 
interactive surface in 4:3 aspect ratio, as shown in Fig. 2. The 
latter, composed of a 3mm semi-transparent acrylic glass, was 
chosen to enable the capture and recognition of physical objects, 
whilst still providing an optimal visualization of the digital 
projection to the user.  

 

Figure 2: Construction cross-section of the proposed smart 
TUI system design: 
a) Tabletop interactive surface,  
b) Short-throw projector, 
c) Wide-angle CCD camera with IR band-filter,  
d) Processing server. 

3.2 Tangible Manipulatives 
The proposed framework incorporates the novel 

introduction of active tangible objects within the field of tabletop 
TUI architectures. Tangible objects were mounted to a 3D 
printed cylindrical base, underneath which ‘amoeba’ 
reacTIVision markers [16] were attached as shown in Fig. 3a. 
The unique rotation-variant fiducial patterns on these markers 
allow the framework to discriminate and identify each object 
from the captured video stream, whilst tracking their respective 
physical position and orientation. The 7.4cm wide by 4cm high 
cylindrical base was carefully designed to promote the 
ergonomic use of rotation on tangibles, providing the user with 
an instinctive interaction option. 

The active tangible concept was achieved by making use of 
autonomous computational units that are able to wirelessly 
communicate with the processing server. Hence, as pictured in 
Fig. 3b, each base unit embedded within an Arduino NanoTM 
microcontroller chip together with a battery, a communication 
module, LED status lights and a vibrator motor. The latter 
components provided an additional layer of interaction, whereby 
the proposed TUI framework provided feedback by either 
altering the LED light colour or via haptic vibration during 
tactile interaction. Using a 2.4Ghz RF transceiver, information 

could be independently transmitted and received from the server 
processor via a serial communication protocol, enabling the 
framework to provide real-time input interaction and feedback 
visualization.  

The design and selection of intuitive and familiar tangible 
objects provide a foundational advantage for TUI systems which 
can support students to associate apriori knowledge and 
functionality to the TUI models. To this end, commonplace 
robotic network components deployed in microprocessor-based 
ROS architectures were utilized to represent computational 
nodes and sensor modules as shown in Fig. 3c and Fig. 3d 
respectively. 

 

Figure 3: Design of active TUI manipulatives: 
a) reacTIVision ‘amoeba’ fiducials [16],  
b) TUI base unit with active processing 
components, 
c) ROS-based microprocessor nodes,  
d) Robotic sensor modules. 

These components provide students with the ability to 
configure and design a ROS-based smart sensor architecture 
employ a variety of microprocessor nodes such as ArdunioTM 
and Raspberry PiTM. Moreover, the active nature of the designed 
tangible objects affords yet another interaction domain to the 
proposed TUI framework by allowing the real-time data input 
following users’ interaction with the sensed environment. To 
this end, a range of sensor modules including; an ultrasonic 
distance sensor, a temperature/humidity sensor and a dual-axis 
joystick controller were electronically connected to the base 
units, which enabled the transmission of captured sensed 
information to the TUI processing server). 

3.3 Digital Interaction 
The digital augmentation of these physical models is 

primarily obtained via the perceptually and computationally 
coupled projection of visual information on the tabletop 
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interactive surface. The graphical software was developed in C# 
on the Unity game engine environment with the integration of 
the reacTIVision framework established via the TUIO library and 
protocol [15]. The proposed framework allowed the embodiment 
of physical objects with digital information by spatially 
multiplexing output data in the perceptual proximity of the 
tangible manipulatives. Spatial freedom was provided by the 
developed software which allowed the unbounded placement of 
artefacts to enable users to experimentally construct ROS 
enabled IoT architectures. Furthermore, digital feedback 
considerations were embedded within the software architecture 
to indicate progress and pervasively guide users in 
understanding the underlying ROS operational concepts. 
Visualization of abstract and dynamically complex information 
relating to network component is coupled by displaying of 
information structures adjacent to tangible objects.  

As shown in Fig. 4a, the internal topological table contained 
and updated within the master node controller of a ROS 
architecture is visualized to students and enables facilitated 
understanding by means of colour coding and structured 
graphics. This allows users to understand imminently the 
current state of the topology as well as the mode of operation of 
individual elements. Furthermore, this information is 
computationally coupled with the tangible object and is made 
available to users only on utilization and system detection of the 
assigned ROS master controller. 

 

Figure 4: Perceptually and computationally coupled digital 
feedback projection: 
         a) Visualisation of abstracted information on objects,  
         b) Embodiment of rotational information menu. 

Each IoT microcontroller nodes are augmented digitally by 
visualization of a configuration selection wheel, illustrated in 
Fig. 4b. This visualization prompts the user to instinctively 
interact by rotating a digital pointer and consequently assign 
and alter the mode of the node set into either publishing or 
subscription mode for available data transmission topics. Once a 
node becomes active within the topology, this triggers a link 
visualization between the node and the master controller, which 
students apprehend via colour-coded registration links, shown in 
Fig. 6a, as well as vibration and LED light feedback. 

The detection of sensor modules triggers different 
animations which relate to the state of the data sensor and its 
connection status. As visualized in Fig. 5a, a data loss animation 
characterizes unconnected sensors together with a directional 
arrow suggesting to the student the direction of the closest node. 
Once the sensor is physically shifted to within the proximity 
range of a microcontroller node, the user is provided positive 

feedback via the light blinking of the status LED together with a 
haptic vibration pattern to signify a successful sensor unit 
connection.  As pictured in Fig. 5b, the visual projections are also 
triggered and a serial data transmission animation is displayed 
emanating from the sensor. Moreover, a graphical symbol 
sequence illustrated in Fig. 5c interactively updates to reflects 
the user input value on active sensor measurement by altering 
graphical aspects in the thermometer colour or measuring tap 
distance. 

Figure 5: Sensor module status and visual feedback: 
a) Unconnected sensor with data loss and directional guidance 
for link establishment,  
b) Active sensor transmitting binary data to a node, 
c) Animated imagery providing real-time measurement feedback 
from active sensor data. 

Within the ROS architecture, once an active IoT node is 
receiving data from sensors, this can be configured to publishing 
mode, whereby a data topic gets broadcasted with the acquired 
real-time sensor measurement. The proposed framework aids the 
understanding of abstracted processes such as node data-fusion 
by providing animated illustrations of data transmission between 
distributed nodes. This occurs for every active node unit that is 
configured to subscribe to the same data topic. As shown in Fig. 
6b a visualization is triggered that illustrates data packets 
flowing through topic links and subsequent information fusion 
occurring at the node prior to retransmission. Thus, the 
topologies in Fig. 6 illustrate the physical and digital integration 
provided by the proposed TUI framework which allows students 
to collaboratively configure and experiment with ROS-based IoT 
architectures whilst interactively understanding the underlying 
conceptual functionality.  

Figure 6: ROS-based IoT architectures communicating 
data. 

4 Evaluation 
The proposed TUI framework was evaluated via deployment 

within an undergraduate programme at Middlesex University 
Malta. Thirty-three (33) students reading a degree in Software 
Engineering were selected for the study based on their 
enrollment within a ‘Systems Engineering for Robotics’ module. 
The introduction to Robot Operating System (ROS) concepts 
forms a threshold concept within the progress of this module 
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and impacts significantly on the student’s capabilities of 
achieving the intended learning outcomes. To this end, the 
evaluation session was coordinated as to coincide with the 
appropriately scheduled lecture delivery within the module. 

4.1 Evaluation Methodology 
An evaluation methodology was implemented which was 

designed to yield a quantitative as well as observational analysis 
of the effectiveness of the proposed TUI framework. The former 
data was obtained by preparing assessment questions which 
covered both theoretical as well as practical design aspects of 
ROS architecture development. Observational information was 
acquired by developing a check sheet list of behavioural cues 
which would be noted during educational sessions. Fig. 7 
outlines the sequential flow of student evaluation stages and 
split groups. 

 

Figure 7: Evaluation stages designed for implementation within 
an HEI context. 

To remove potential bias from student’s apriori knowledge 
and exposure to advanced robotics concepts, all students were 
provided with a timed pre-assessment of ROS knowledge. A 
series of seven (7) questions were provided which covered a 
combination of theoretical knowledge, detail understanding as 
well as problem-based topology design. The results from this 
examination provided an individualistic knowledge baseline for 
each student prior to formally undertaking tuition.   

Subsequently, as shown in Fig. 7, students attended together 
a short introductory session. This was delivered in conventional 
lecture format, whereby basic terminology and foundation 
principles were introduced. Following this session, the students 
were randomly split into two quasi-equal groups which 
composed the control and experimental groups respectively. The 
control session was designed to cover the explanation of ROS 
concepts using traditional educational technology making use of 
a smartboard, digital projection, and whiteboard fixtures. 
Following a lecturing session, students were provided with a 
case-based example on which they collaborated in pairs to solve 
the example problem on an active smartboard. On the other 
hand, the experimental group collectively attended a session 
covering the same content, yet explained using the proposed TUI 
framework. Similarly, to the control group, students were 
provided with the same case-based example problem, which they 
were encouraged to collaboratively solve by interacting on the 
TUI architecture in pairs. To reduce the potential of 
experimental bias, both sessions were timed to be of equal 
duration, observed using identical criteria, delivered by the same 

lecturer, and used the same topic slides. At the end of each 
session, students were once more assessed with a different 
assessment that again covered the same conceptual and practical 
knowledge of ROS principles. 

4.2 Analysis of Results 
Analyzing the combined pre-test scores from both groups in 

a means independent-sample t-test, highlights that no statistical 
difference or bias was present between the apriori knowledge of 
students (p > 0.798). This validates the randomness of the group 
split which shows that no statistically significant bias was 
present in the average technical knowledge between student 
groups prior to the lecturing session.  

Making use of unique student IDs, the obtained results from 
post-tests were compared on an individual basis to the pre-test 
score for each separate student. These were subsequently 
analyzed using a paired-sample t-test. Thus, as illustrated in Fig. 
8a, the control group, who initially held an average score of 
41.1% (σ: 21.7), improved their average understanding to a post-
test mean score of 69.4% (σ: 12.62) after the traditional lecturing 
session. Whilst the effectiveness of using traditional educational 
technology to teach and learn ROS concepts was evidenced in 
this cohort, even more, significant improvements were noted 
within the TUI experimental group. The latter, who initially held 
a similar level of knowledge about the subject (pre-test mean 
difference of 39.8%, σ: 17.1), registered an average post-test score 
of 82.3% (σ: 7.9). This substantial knowledge gain was further 

confirmed using an independent-sample t-test on both populations 

which, as shown in Fig. 8b confirmed at a 95% confidence interval 

(p < 0.05) that the proposed TUI framework yielded a net 
increase in ROS understanding by 14.6% (σ: 6.9) amongst the 

different lectured class groups. 

Figure 8: Evaluation results from both groups indicating: 
a) Average score improvement in assessment, 

        b) Average knowledge gain from both pedagogies. 
Furthermore, the behaviour analysis undertaken during both 

sessions outlined substantial differences in the level of 
engagement amongst students. In contrast to the traditional 
lecturing approach, TUI students were less easily distracted with 
personal devices and showed higher interest in interacting with 
the lecturing session. The latter was observed in both a 
heightened amount of investigative questions during delivery as 
well as significantly higher collaborative interaction between 
pairs of student whilst solving an IoT architectural oriented 
problem-based question. Positive behavioural observations were 
also instinctively noted from the lecturer, which whilst 
delivering the ROS session could make use of a much more 
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intuitive and efficient educational technology for aiding 
explanation and conceptualization. 

4 CONCLUSIONS 
In light of the augmented demand for system and software 

engineering students in emerging MENA countries, this paper 
presents a novel TUI framework adapted for teaching and 
learning advanced robotic concepts in HEIs. A tangible 
framework was proposed which allowed the easier and more 
effective understanding of IoT network architectures, as well as 
aid in the design and development of Robot Operating Systems 
(ROS) topologies for these sensor networks. This was achieved 
by incorporating the innovative use of active tangible interaction 
on tabletop architectures for providing a blended physical/digital 
representation of input and feedback. The suitability of the 
proposed TUI system was objectively evaluated and quantified 
with respect to the effectiveness of traditional educational 
technologies. This paper further outlines the potential of TUI 
architectures to mitigate challenges in teaching and learning 
abstract and complex concepts within HEIs. 
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